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Analysis of Propagation Characteristics and
Field Images for Printed Transmission Lines on

Anisotropic Substrates Using a 2-D-FDTD Method

Ming-sze Tong and Yinchao Chen

Abstract—In this paper, we apply an efficient two-dimensional (2-
D) finite-difference time-domain (FDTD) algorithm onto an analysis of
uniform transmission lines printed on various anisotropic substrates. By
investigating the transverse resonant properties of the structures, we
obtain their propagation characteristics, as well as the field images at
specified frequencies. To eliminate the Gibbs phenomenon generated by
a sudden time-stepping termination, we employ the Blackman–Harris
window (BHW) function to truncate and modulate the entire time-
domain fields, which leads to a significant time saving by comparing the
conventional time-stepping termination.

I. INTRODUCTION

The finite-difference time-domain (FDTD) method is a very power-
ful technique in solving the Maxwell’s equations related to boundary-
value problems, especially the transmission-line problems, conven-
tionally by using three-dimensional (3-D) techniques [1]–[3]. One
commonly known disadvantage of the conventional FDTD is that
it requires large amounts of computer central processing unit (CPU)
time and memory space to discretize all fields and medium parameters
in the entire 3-D computation domain, and to iterate the FDTD
algorithm until the fields stabilize. Recently, Xiao and Vahldieck
presented a two-dimensional (2-D) FDTD algorithm to analyze
microstrip lines, and Hofschen and Wolff improved the algorithm by
using a time-domain series technique [4], [5]. Similarly, Chen and
Mittra introduced the concept of transverse resonance to the FDTD
for transmission-line analysis, and presented a one-dimensional (1-
D) FDTD algorithm for analyzing axisymmetric waveguides [6]. In
principle, these FDTD techniques are more accurate than the 3-D
FDTD scheme for analyzing transmission lines since they take an
advantage of the analytical nature of solutions along the longitudinal
direction.

In this paper, following a similar approach used in [4]–[6], we
apply an efficient 2-D FDTD algorithm onto an analysis of various
transmission lines printed on anisotropic substrates. By investigating
the transverse resonant properties of the structures, we obtain their
propagation characteristics, as well as the field images at specified
frequencies. For efficiency and accuracy, we employ the Black-
man–Harris window (BHW) function to truncate and modulate the
entire time-domain fields rather than following the conventional
rectangular windowing time-stepping termination, which leads to a
significant time saving by reducing the total number of iterations.

II. FDTD ALGORITHM AND IMPLEMENTATION

To ensure that the Maxwell’s equations to be discretized are in the
form of the FDTD algorithm which contains only real variables, we
represent the field quantities in the form

E(r; t)

H(r; t)
=

[jEx(x; y; t); jEy(x; y; t); Ez(x; y; t)]
[Hx(x; y; t); Hy(x; y; t); jHz(x; y; t)]

�e
�j�z

:

(1)
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(a) (b)

(c) (d)

Fig. 1. Cross sections of the transmission lines. (a) Open single microstrip
line. (b) Open coupled microstrip line. (c) Open unilateral CPW. (d) Shielded
SML.

Fig. 2. Frequency dependence ofZ0 for an open single microstrip line with
the RGW and BHW truncations(Nx = 110; Ny = 30; "r = 13; �x =
�y = 0:0125; h = 0:1; t = 0; andw = 0:15 mm).

For generality, we assume that the relative permittivity, permeability,
and electric conductivity are characterized as a diagonal tensor.

By substituting (1) into the Maxwell’s equations, we obtain the
compressed 2-D FDTD lattice and the expression of the 2-D update
equations, typically, whosex-components are given by (2) and (3),
shown at the bottom of the following page, where� is a specified
propagation constant. The stability of the 2-D FDTD algorithm is
ensured by choosing the time step�t to satisfy the inequality sug-
gested in [7]. Two types of absorbing boundary conditions (ABC’s),
the first-order Mur’s and the dispersive ABC’s [8], [9], are used to
terminate meshes at the boundaries of open structures.

It is crucial in implementing the 2-D FDTD algorithm to accurately
model the PEC strips and symmetric walls for analyzing printed
transmission lines. Two types of strips,viz. the infinitesimally thin and
the finite thickness, and two kinds of symmetric walls, i.e., perfectly
electric conductor (PEC) and perfectly magnetic conductor (PMC),
have been accurately modeled in this research. For modeling an

(a)

(b)

Fig. 3. Frequency dependence of propagation characteristics for an open
coupled microstrip line printed on the filled PTFE (odd mode:Nx = 39,
Ny = 30,�x = �y = 0:15; even mode:Nx = 58:5,Ny = 30,�x = 0:1,
�y = 0:15; h = s = 0:9, w = 1:8 mm). (a)"e� . (b) Magnitude ofZ0.

infinitesimally thin strip, we only let the components of conductivity
(�xx; �yy; �zz) in a cell corresponding to the tangentialE-fields
to be infinite while keeping the rest at zero. Otherwise, for a finite-
thickness strip, all components must be set to infinite. To model a
PEC symmetric wall, we simply enforce the tangential electric fields
to be zero along the wall. However, to model a PMC wall, rather
than using image theory, in which the real and image fields are a
half-cell away from the boundary [3], in a more accurate way, we set
the tangential magnetic fields located at the centers of cells to zero.

Next, in order to eliminate the Gibbs phenomenon generated
by a sudden truncation of time signals, which is equivalent to
adding a rectangular window (RGW) function onto the time-domain
signals, we use the BHW function [10] to modulate and truncate the
field signals. Its extremely low sidelobe levels (less than�92 dB)
and smooth main beam guarantee that the ripples of the window
sidelobes will introduce little corruption into convoluted signals.
The corresponding frequency-domain responses of the fields may be
written as

[EW
I (!); HW

I (!)] =
1

0

[EI(�); HI(�)]WBH(!� �)d�;

I = x; y; z (4)

where! is the radian frequency,[EI(�); HI(�)] denote the orig-
inal time-domain fields derived from the FDTD algorithm, and
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(a)

(b)

Fig. 4. Images of the normalized electric fields (odd mode) for an open
coupled microstrip line witht = 0 at �0 = 500 and f0 = 11:117 GHz.
(a) ~Ex. (b) ~Ey .

[EW
I (!); HW

I (!)] are their windowed version in the frequency
domain. Normally, the truncation with the RGW does not pose a
problem for a time response that decays sufficiently and rapidly in
time. However, such decay is relatively slow for resonant structures,
and early truncation can lead to significant errors in results.

Finally, we have built the discrete Fourier transform (DFT) in our
FDTD solver so that we can perform the DFT while updating the
FDTD iterations. For a known resonant frequencyf0, the DFT is
defined as

~EI(2�f0; i; j) = �t

N �1

n=0

En
I (i; j)exp[�j2�f0n�t];

I = x; y; z (5)

where i = 0; 1; 2; . . . ; Nx; j = 0; 1; 2; . . . ; Ny, andEn
I and ~EI

denote the time-domain and frequency-domain fields, respectively.

(a)

(b)

Fig. 5. Frequency dependence of propagation characteristics for an open
unilateral CPW and a shielded SML (CPW:Nx = 105, Ny = 60,
�x = �y = 0:1, h = w = 1, s = 0:5 mm; SML: Nx = 56, Ny = 30,
�x = �y = 0:125, a = 7, b = 3:75, w = h = h0 = 0:75 mm). (a)
"e� . (b) Magnitude ofZ0.

III. N UMERICAL RESULTS

In this paper, we have analyzed various transmission lines, as
shown in Fig. 1, printed on anisotropic substrates including the filled
PTFE ("xx = 6:64; "yy = 6:24; "zz = 5:56) and boron nitride
("xx = 5:12; "yy = 3:4; "zz = 5:12).

Firstly, we would like to verify the effectiveness of the win-
dow modulation and truncation method by analyzing an open mi-

En+1
x (i+ 1=2; j) =

1� �t� (i+1=2; j)
[2" " (i+1=2; j)]

1 + �t� (i+1=2; j)
[2" " (i+1=2; j)]

En
x (i+ 1=2; j) +

�t
[" " (i+1=2; j)]

1 + �t� (i+1=2; j)
[2" " (i+1=2; j)]

� �Hn+1=2
y (i+ 1=2; j) +

H
n+1=2
z (i+ 1=2; j + 1=2)�H

n+1=2
z (i+ 1=2; j � 1=2)

�y
(2)

Hn+1=2
x (i; j + 1=2) = Hn�1=2

x (i; j + 1=2) +
�t

�0�xx(i; j + 1=2)
�En

y (i; j + 1=2)�
En
z (i; j + 1)� En

z (i; j)

�y
(3)
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(a)

(b)

Fig. 6. Images of the normalized electric fields for an open unilateral CPW
(t = 0) at �0 = 500 andf0 = 12:770 GHz. (a) ~Ex. (b) ~Ey .

crostrip line, as defined in Fig. 1(a). The magnitude of characteristic
impedance(Z0) as a function of frequency for different numbers of
iteration steps is shown in Fig. 2. As seen from this figure, the BHW
modulation and truncation atNt = 2000 leads to a smoother behavior
of Z0. Such results are even better than those generated by the RGW
with Nt = 20000, in which the window size is ten times larger than
the BHW one. WithNt = 2000, the RGW introduces unacceptably
large errors. In this same figure, we also compare the computed results
with those obtained by using the 3-D FDTD technique [3], and we
observe a very good agreement within the frequency range of 25–75
GHz and a fairly good match from 75 to 150 GHz.

Next, we investigate an open coupled microstrip line, shown in
Fig. 1(b), printed on the filled polytetrafluoroethylene (PTFE). As
shown in Fig. 3, the propagation characteristics"e� andZ0 of the
odd mode are clearly much more sensitive to the variation of strip
thickness than those of the even mode. We also display the normalized
transverse-field distribution for the odd mode at a specified frequency
in Fig. 4 for t = 0.

Finally, we analyze an open unilateral coplanar waveguide (CPW),
see Fig. 1(c), and a shielded suspended microstrip line (SML, see
Fig. 1(d), printed on the filled PTFE and on the boron nitrite,
respectively. As thet varies, the corresponding"e� and Z0 as
functions of frequency displayed in Fig. 5 have changed significantly.
It is found that theZ0 of the SML is much sensible at the low
frequencies, while its counterpart of the CPW varies uniformly. The
electric field images of the CPW at a specified frequency witht = 0
are displayed in Fig. 6.

IV. CONCLUSION

An efficient 2-D FDTD algorithm has been applied for analyz-
ing printed transmission lines on various isotropic and anisotropic
substrates. The propagation characteristics has been studied by using
the concept of the transverse resonant properties of the guided-wave
structures, and the frequency-domain field images are obtained by
using a DFT technique built in the FDTD solver.
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